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SUMMARY
Visual perception of objects requires the integration of separate independent stimulus features, such as
object identity and location. We ask whether the location and the identity of an object are processed with
different efficiency for being consciously recognized and reported. Participants viewed a target letter at
one out of several locations that were terminated by pattern masks at all possible locations. Participants
reported the location of the target and/or its letter identity. Report performance as a function of the target
duration before the mask is enabled to estimate the speed of visual processing and the minimum duration
for processing to start. Visual processing was faster and started earlier for spatial location than for object
identity, even though the processing of the features was (stochastically) independent. Together, these find-
ings reveal an intrinsic preference of the human visual system for the perceptual processing of space as
opposed to visual features such as categorical identity.
INTRODUCTION

Human behavior is largely guided by vision. Humans visually

sample the environment, they visually acquire information about

objects that are relevant for current needs and behavioral goals.

The visual system in the human brain encodes the different fea-

tures of an object, such as form and color, in separate, special-

ized sub-systems.1 However, perceiving a coherent visual world,

and guiding behavior accordingly, requires that the separate fea-

tures of an object are integrated into one coherent representa-

tion.2–5 Perception is assumed to happen once the features

become represented as object files6 or in visual working mem-

ory,7,8 a capacity-limited system for retaining (and cognitively

operating on) information available even after it has disappeared

from the environment.9 Up until this point, the different features

of all objects within an eye fixation are assumed to be processed

independently,6,7,10 in line with the distributed neural centers

specializing in the processing of different features.1,11,12 A

capacity limit in terms of object processing is nevertheless

assumed by influential current theories of visual object pro-

cessing.8,13,14 To a part, this competition is decided by atten-

tional prioritization: processing of an object (or feature) can be

enhanced based on the physical salience and/or the current

task-relevance of the features of an object.3,8,15 Taking the

top-down task-relevance aside, it is still unclear, however,

whether visual perception is an intrinsic bottom-up preference

for processing certain features rather than other features.

Some evidence suggests that visual features differ in a bot-

tom-up fashion in terms of how they are processed in the visual

system. In whole report paradigms with backward masking,

visual features marking object boundaries (such as shape)
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seem to be reported more accurately than surface features as

color (given equal task-relevance).10 In contrast, in paradigms

based on feature changes, surface features as color seem to

be processed for conscious perception before visual mo-

tion.16,17 In terms of intrinsic processing differences, the feature

location is an especially informative case. The spatial location of

an object is implicitly represented throughout the levels of the vi-

sual system in a topographic/retinoptic manner in various

cortical maps,1,18,19 and is thought to help distinguish visual in-

puts from different objects,3 to enable sensorimotor action

upon the objects,5 and to modulate ongoing action fast and

automatically.20,21 In contrast to the spatial location, surface fea-

tures, such as color, form or shape, and object category are rep-

resented by more specialized neural channels, centers, and

maps.1,18,22–24 Thus, even though these features are ultimately

bound to achieve a coherent object representation,3 for them-

selves they do not receive such an omnipresent representation

as space. In line with a prominent position of spatial processing,

it is well-established that spatial processing can have strong

modulating effects on vision in general, namely by guiding atten-

tion to prioritize the processing of visual information from spe-

cific locations in the visual field.25–28 Besides this functionally

important role of implicit spatial processing for initial visual pro-

cessing and for guiding attention,3 it is unknown whether space

itself also receives priority over other visual features for explicit

visual recognition and report. In particular, since attention is

often studied in visual search tasks requiring speeded manual

actions,29 a seemingly high priority of spatial processing could

arise from a privileged access of space to action control based

on the ‘‘fast’’ dorsal visual system after which the ‘‘slower’’

ventral visual system mediating conscious perception lags
uary 21, 2025 ª 2024 The Authors. Published by Elsevier Inc. 1
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behind.20,30,31 Thus, even though the special status of spatial

processing is recognized,27,28,32 current theories often remain

neutral regarding the intrinsic efficiencywith which different clas-

ses of visual features are processed8,33 or might even ques-

tion it.34

Here, we ask whether the spatial location and the identity

(object category) of an object are processed with different effi-

ciency for being consciously recognized and reported. To this

end, we showed observers single target letters for brief durations

(terminated by pattern masks) and at different locations (Figure

1). In Experiment 1, observers reported the location as well as

the letter identity of the target on a given trial. In Experiment 2,

observers performed different blocks of trials in different ses-

sions, in which they only reported the location or the identity of

the target. Based on Bundesen’s7 Theory of Visual Attention

(TVA), we modeled observers’ report performance as a psycho-

metric function of the presentation duration of the target and

estimated two key parameters of visual processing, namely the

temporal threshold of visual perception, which is the presenta-

tion duration needed for visual processing to start, and the speed

of visual processing in terms of objects per seconds. According

to Bundesen,7 these two parameters determine conscious

perception.

If conscious visual perception was generally better for spatial

location than for object identity, performance in reporting loca-

tion should be higher than for reporting object identity, across

the different target durations and despite the same level of
pðtÞ =
�
1 � expð � v � ðt � t0Þ Þ+ expð � v � ðt � t0Þ Þ � chance; if tR t0
chance; if t < t0

;

task relevance. Moreover, if location and object identity were

processed independently, then participants’ reports of these

two object features should be stochastically independent.10 In

terms of the two TVA parameters of visual processing, we tested

if the spatial location of an object was processed for perception

with higher efficiency than the identity of the object. If so, then

the visual processing speed should be higher for the location

than for the object identity. In addition, if the processing of the

spatial location of the object started earlier than the processing

of the object identity, then the temporal perception threshold

should be lower for the location than for the object identity.

RESULTS

The data were analyzed using custom scripts written in R

(4.3.1.).35 The data and analysis code can be found online at

(Open Science Framework: https://osf.io/jpcu4/) and contains

all used R-packages. Statistical comparisons were conducted

using repeated-measures analyses of variance, paired (or one-

sample) t-tests (with Cohen’s dz as effect size), followed up

upon by Bayesian t-tests (with a prior scale of r = 0.707) yielding

the Bayes Factor in favor of the alternative hypothesis (BF10).
36
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Experiment 1
The stochastic independence of location and letter reports was

assessed as follows (see Figure 2A for the letter and location

report performance).10 We computed the predicted probabili-

ties of reporting location or letter identity correctly or wrong

assuming they were mutually independent, based on the

observed marginal probabilities for each target duration and

each observer.10 Across observers, there was a high correla-

tion between these predicted probabilities and the probabilities

that had been observed (Figure 2B). The mean correlation was

0.99 (SD = 0.014), and significantly larger than 0, t(8) = 207.63,

p <0.001, dz = 69.21, BF10 > 2.91*1012. This shows that

location reports and letter identity reports are stochastically

independent.

Location reports were 16.7% (mean of observers’ mean per-

formance differences for each target duration) more accurate

than letter identity reports (Figure 2A), and this was significantly

larger than 0, t(8) = 10.248, p < 0.001, dz = 3.416, BF01 =

2685.519. To investigate these performance differences more

closely in terms of temporal perception threshold and visual pro-

cessing speed, the individual observer’s report performance for

the two report conditions was assessed as a function of target

duration, and this psychometric function was modeled as an

exponential approach of perfect performance7 (Figure 2C shows

the psychometric function for the aggregate observer):

pðtÞ = chance; if t < t0
where p is the probability of correct report, t0 is the

temporal threshold of perception, v is the processing speed,

and chance is the probability of guessing correctly (here 1/12).

Psychometric functions were fit using custom code (inspired

by quickpsy,38, cf.39).

In these psychometric functions, the TVA parameter t0 is the

temporal threshold of perception, that is, the target duration

(in s) necessary for increasing performance over chance (i.e.,

the target duration where the curves in Figure 2C rise from

chance) and which represents the time needed for visual pro-

cessing to start.7 The TVA parameter v is the visual processing

speed in the number of objects that can be processed per

second,7 that is the exponential rate (i.e., the steepness) of the

curves in Figure 2C).

Across observers, the temporal threshold of perception was

significantly lower for reporting the location of a target compared

with its letter identity (Figure 2D), t(8) = �8.667, p < 0.001, dz =

�2.889,BF10 = 929.503. Thus, the processing of location started

earlier than the processing of letter identity. Likewise, visual pro-

cessing speed was significantly higher for location than for letter

identity (Figure 2D), t(8) = 2.868, p = 0.021, dz = 0.956, BF10 =

3.561. Thus, the visual processing of the location not only started

https://osf.io/jpcu4/


Figure 1. Paradigm of Experiment 1

After fixating a fixation cross, a single letter target was shown briefly at one out of 12 locations and was followed by pattern masks appearing at all 12 possible

locations. At the end of a trial, participants reported the letter identity and the location (the order of these two report types was randomized and counterbalanced

across trials).
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earlier but also proceeded faster than the processing of the letter

identity.

For Experiment 1, 2 (location vs. letter identity report) x

2(report order, location vs. letter first) repeated-measures ana-

lyses of variance (ANOVA) neither showed main effects nor

interaction (with report type) effects of report order on the tem-

poral perception thresholds, Fs(1, 8) < 3.453, ps > 0.100,

hG
2s < 0.021. However, the ANOVA showed a main effect

of report order on visual processing speed, F(1, 8) = 6.447,

p = 0.035, hG
2 = 0.028 (Figure S1, and again, no interaction,

F(1, 8) = 2.313, p = 0.167, hG
2 = 0.013). Holm-corrected

post-hoc tests indicated this was due to a higher visual pro-

cessing speed for location than for letter identity when location

had to be reported first, p = 0.042. Likewise, it was due to a

higher visual processing speed for location when location had

to be reported first as compared with the processing speed

for letter identity when the letter identity had to be reported

first, p = 0.027. This finding might suggest that the location in-

formation in working memory might decay over time depending

on target duration (e.g., intermediate target durations could suf-

fice for encoding into short-term memory but resulted in repre-

sentations there still vulnerable to decay) and were fully avail-

able only when it was used for report first, without intervening

letter identity report.

Conversely, for the letter identity report, and intervening loca-

tion report did not seem to have any effects (Figure S1). In line

with such an effect of report order, one might argue that

observers strategically prioritized location over letter identity
for visual processing and retention in short-term memory

throughout the experiment, since both features were to be re-

ported on every trial. Therefore, Experiment 2 asked observers

to report only one of the two features in a given experimental

block, so that observers could fully prioritize the target feature

on a given trial. This manipulation should create conditions of

equally high relevance for location and identity, ruling out top-

down preferences for one feature (location) over the other

(identity).

Experiment 2
In line with Experiment 1, observers’ location reports were

16.6% (mean of observers’ mean performance differences for

each target duration) more accurate than their letter identity re-

ports, t(8) = 7.281, p < 0.001, dz = 2.427, BF10 = 321.221

(Figure S2).

Figure 3A shows the psychometric functions for location and

letter identity reports for the aggregate observer. As in Experi-

ment 1, observers’ temporal perception thresholds were signifi-

cantly lower for location reports than for letter identity reports

(Figure 3B), t(8) = �5.7879, p < 0.001, dz = �1.929, BF10 =

86.019. Again, visual processing for location perception started

earlier than processing for letter identity perception. Also, the vi-

sual processing speed for location perception was significantly

higher than for the perception of letter identity (Figure 3B),

t(8) = 3.661, p = 0.006, dz = 1.220,BF10 = 9.089. Thus, when loca-

tion and letter identity reports were blocked, location was still

processed earlier and faster than letter identity.
iScience 28, 111702, February 21, 2025 3



Figure 2. Results of Experiment 1
(A) Location report performance vs. letter report performance. Points indicate observers’ mean proportion correct, error bars the corresponding 95% confidence

intervals for within designs.37

(B) Observed probabilities of reporting location or letter identity correctly or wrong as a function of the probabilities predicted by the observed marginal prob-

abilities under the assumption of stochastic independence (each point represents one such probability pair for one observer and target duration). The diagonal

(dashed) indicates the identity of predicted and observed probabilities (hence stochastic independence), the regression line is shown on top of it in blue.

(C) Psychometric function of the aggregate observer for location vs. letter report performance as a function of target presentation duration. Points represent mean

proportion correct across observers (with error bars indicating 95% confidence intervals,37 smooth curves indicate the psychometric functions found by

averaging the parameters of the individual observers’ fitted psychometric functions.

(D) Means of observers’ temporal perception thresholds and visual processing speed for perceiving location and letter identity, respectively. Error bars provide

95% confidence intervals.37
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Figure 3. Results of Experiment 2

(A) Psychometric function of the aggregate observer for location vs. letter report performance as a function of target presentation duration. Points represent the

mean proportion correct across observers (with error bars indicating 95% confidence intervals37), and smooth curves indicate the psychometric functions found

by averaging the parameters of the individual observers’ fitted psychometric functions.

(B) Means of observers’ temporal perception thresholds and visual processing speed for perceiving location and letter identity, respectively. Error bars provide

95% confidence intervals.37
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DISCUSSION

We asked whether the bottom-up processing of the spatial loca-

tion and the identity (object category) of an object were pro-

cessedwith different efficiency for being consciously recognized

and reported. Both of our experiments demonstrate that this is

the case. Overall, perceptual performance was higher for the

spatial location than for the object identity. Observers’ reports

of the two features were stochastically independent of one

another, in line with previous findings and the assumption that

visual features are processed independently and in parallel in

general.7,10 Most importantly, we found that the bottom-up pro-

cessing of the two features for visual perception/for report was

differently efficient. Visual processing speed was higher for the

spatial object location than for the object identity. Likewise, the

temporal perception threshold was lower for location than object

identity. Thus, the processing of location not only proceeded

faster, but it also started earlier as compared with the processing

of object identity.

One could ask if the differences between location percep-

tion and object identity perception reflected peculiarities of

the task, namely, that is was merely more difficult to discrim-

inate the letter identities as compared with the letter locations.

Arguing against this idea, both, the location report and

the identity report approached an asymptote near perfect per-
formance at the highest presentation durations, showing

that for both report features, there was little confusability

(Figures 2C and and 3A).

In contrast to reaction time measures from speeded tasks that

conflate perceptual, response, and motor processing,40–42, our

paradigm offered unlimited time for responding to allow response

and motor processing to finish always. Floor or ceiling effects on

performance were prevented by terminating the visual presenta-

tion duration using backwards patternmasks,which are assumed

to interrupt processing and extinguish visual sensory (iconic)

memory.43 Visual processing speed and the temporal perception

threshold were assessed by studying how report performance

improved with the increasing presentation duration of the target.

As is often done in TVA-based paradigms,44–47 participants

viewed a single target that was terminated by a pattern mask.

Crucially, the single letter was accompanied by several pattern

masks at all possible target locations. Here, this was done

because presenting a single mask would have directly delivered

information about the target location even at the lowest target du-

rations (which would have precluded the estimation of visual pro-

cessing speed and the temporal perception threshold for spatial

location). One might argue that perception in such a paradigm

with post-masked targets might not only depend on the target

and its presentation duration but also on the characteristics of

the mask that decide how well the features of the target can be
iScience 28, 111702, February 21, 2025 5
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temporally segregated from the mask.22,48–51 The temporal

segregation is assumed to rely on candidate object representa-

tions (proto-objects) that can be filtered by means of (object-

based spatial) attention.50 The computation of attentional prior-

ities for candidate objects as well as their initial figure-ground

segregation is assumed to happen in a first, unselective (‘‘pre-

attentive’’) processing phase that should contribute to the time

needed to start the visual processing of objects and object fea-

tures, that is, to the temporal perception threshold.8,40,51–53

Thus, our findings of lower temporal perception thresholds for

spatial location than for object identity could suggest that the

feature-specific masking strength (feature-specific similarity of

mask and target) was higher for identity (i.e., alphanumeric cate-

gory) than for location. However, such a masking-based view on

the temporal threshold cannot explain why visual processing

speed was also higher for location than for object identity,

because visual processing is assumed to take place after the tem-

poral segregation of target and mask and the computation of

candidate target objects, and thus after the temporal perception

threshold had been passed.

In Bundesen’s7 Theory of Visual Attention, the higher visual

processing speed for location than identity could be due to

two factors. First, the sensory evidence for location could be

higher than for identity for at least two reasons. Large parts

of the visual system are organized spatiotopic or retino-

topic18,19, cf. 13, so that space is implicitly encoded ubiquitously

in the visual brain so that even subtle spatial input can success-

fully be matched against these vast representations in the

recognition process. Spatial location (and retinotopy in general)

is assumed to serve as an implicit organizing feature for guiding

attention and for combining different visual features to coherent

object representations3,5,15 and for controlling sensorimotor ac-

tion,20,21,54 the present findings are the first to indicate a special

status of spatial location also for conscious perception and

explicit report. Second, the visual brain could have an intrinsic

and fixed bias for categorizing objects as being at a certain

location in the visual field as opposed to categorizing them

as having any other feature such as a certain identity. The rep-

resentation of object positions in space is often assumed to be

the basis of attentional allocation,15,55 so that the preceding

space computation prior to visual feature computations is not

unlikely.56 So, both considerations suggest that visual process-

ing speed for location would be higher than for other features.

Rather than arising accidentally, one may speculate that prior-

itizing location in action controlcf.20,21 and visual consciousness

was itself functional, grounding representations for both pro-

cesses in a common computational space integrating online

sensorimotor action control and conscious perception for

report. This enabled interactions between the two processes,

which could be mediated by common ‘‘early’’ attentional pro-

cesses5 or by two interacting visual processing streams.57

Akin to a higher visual processing speed, we also found that

visual processing started earlier for location than for object iden-

tity, as evident from a lower temporal perception threshold. This

finding is surprising because the temporal perception threshold

is assumed to be unspecific to the visual features and to apply

likewise to all visual features and objects.7,58 That is, it is

assumed that the temporal perception threshold reflects ‘‘pre-
6 iScience 28, 111702, February 21, 2025
attentional’’ processes that dissect the visual scene into prelim-

inary representations of objects with their features,40 on whose

basis attentional priorities (object-based attentional weights)

are computed that control subsequent processing for conscious

visual perception.53 The present findings cast doubt on this

assumption of a feature-unspecific ‘‘pre-attentional’’ temporal

perception threshold. Instead, they suggest that the start of vi-

sual processing for encoding into visual working memory and

object recognition is feature-specific (or at least earlier for

location).

In Experiment 1, participants reported both the location and

the identity of the target after it had been presented. Thus,

they had to adopt a task set in which both of the two response

features were important for the task and thus received equal pri-

ority. One might argue that in such a situation, humans could

have a top-down set tendency to prioritize space over identity,

which would induce the above-described perceptual bias for

space at the expense of identity.7 However, in Experiment 2,

participants reported the different features in separate blocks

of trials, so that here they could adopt a task-set in which the

respective response feature, location or identity, was the only

one of importance and thus fully prioritized. Even under these

conditions, the visual processing speed and the temporal

perception threshold were improved for location compared

with identity. Thus, the differencesbetween location and identity

should not result from different top-down perceptual biases for

response features. As such, these findings argue that the differ-

ences between location and identity were more profound, and

could reflect more basic bottom-up characteristics of the visual

system, such as a higher sensory evidence for location due to a

stronger and more widely distributed the representation of

space in the brain. This dovetails findings that location is pro-

cessed faster than the surface feature of color for modifying

ongoing and speeded sensorimotor actions, which may hint at

a privileged access of spatial processing to mechanisms for

(speeded) action control.20,21 In urgent situations, the most

salient visual information can overpower current intentions, so

that the one corresponding to the salient information out of

two prepared motor plans is executed.54,59,60 In light of this

finding, the present results might thus point to a higher intrinsic

salience of location as opposed to other object features.

In sum, the present findings reveal that the spatial location of

objects is preferred in visual processing for visual perception.

Compared with object identity, the processing of the spatial

location is more efficient, so that it starts earlier and proceeds

faster. Taken together, this argues that at least for location and

identity, visual processing is intrinsically different for different

visual features.

Limitations of the study
Performance in visual report tasks always bears some speci-

ficity with respect to the stimuli used. Therefore, the speed

of visual processing per se cannot be assessed, only the

speed for processing a certain stimulus. We used letter stimuli

with specific highly effective post-masks7,58,61 and asked ob-

servers to report the location and/or identity of the letter, and

vice versa. For our sample, we can assume that reading letters

was a highly overlearned skill, so that letter identities formed
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distinct categories that were easy to distinguish. However, it

therefore remains a question for future research, whether our

differences in visual processing speed and the temporal

perception threshold for identity and location were affected,

if one used visual stimuli that were less overlearned and

more difficult to verbalize, and thus did not belong to such

distinct categories.
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21. Pisella, L., Gréa, H., Tilikete, C., Vighetto, A., Desmurget, M., Rode, G.,

Boisson, D., Rossetti, Y., and Rossetti, Y. (2000). An ‘automatic pilot’for

the hand in human posterior parietal cortex: toward reinterpreting optic

ataxia. Nat. Neurosci. 3, 729–736. https://doi.org/10.1038/76694.

22. Breitmeyer, B. G. (2014). The visual (un)conscious and its (dis)contents: A

microtemporal approach (USA: Oxford University Press). https://global.

oup.com/academic/product/the-visual-unconscious-and-its-discontents-

9780198712237?cc=de&lang=en&.

23. Gegenfurtner, K.R., and Kiper, D.C. (2003). Color vision. Annu. Rev. Neu-

rosci. 26, 181–206. https://doi.org/10.1146/annurev.neuro.26.041002.

131116.

24. Logothetis, N.K., and Sheinberg, D.L. (1996). Visual Object Recognition.

Annu. Rev. Neurosci. 19, 577–621. https://doi.org/10.1146/annurev.ne.

19.030196.003045.

25. Carrasco, M. (2011). Visual attention: The past 25 years. Vis. Res. 51,

1484–1525. https://doi.org/10.1016/j.visres.2011.04.012.

26. Petersen, S.E., and Posner, M.I. (2012). The Attention System of the Hu-

man Brain: 20 Years After. Annu. Rev. Neurosci. 35, 73–89. https://doi.

org/10.1146/annurev-neuro-062111-150525.

27. Van der Heijden, A.H.C. (1993). The role of position in object selection in

vision. Psychol. Res. 56, 44–58. https://doi.org/10.1098/rspb.1997.0196.

28. Schneider, W.X. (1993). Space-based visual attention models and object

selection: Constraints, problems, and possible solutions. Psychol. Res.

56, 35–43.

29. Wolfe, J.M. (2020). Visual search: How dowe find what we are looking for?

Annu. Rev. Vis. Sci. 6, 539–562. https://doi.org/10.1146/annurev-vision-

091718-015048.

30. Milner, D., and Goodale, M. (2006). The Visual Brain in Action (Oxford, UK:

Oxford University Press).

31. Nowak, L.G., and Bullier, J. (1997). The Timing of Information Transfer in

the Visual System. In Extrastriate Cortex in Primates. Cerebral Cortex,

12, K.S. Rockland, J.H. Kaas, and A. Peters, eds. (Springer),

pp. 205–241. https://doi.org/10.1007/978-1-4757-9625-4_5.

32. Logan, G.D. (1996). The CODE theory of visual attention: An integration of

space-based and object-based attention. Psychol. Rev. 103, 603–649.

https://doi.org/10.1037/0033-295X.103.4.603.

33. Bundesen, C., Vangkilde, S., and Petersen, A. (2015). Recent develop-

ments in a computational theory of visual attention (TVA). Vis. Res. 116,

210–218. https://doi.org/10.1016/j.visres.2014.11.005.

34. Bundesen, C. (1991). Visual selection of features and objects: Is location

special? An Interpretation of Nissen’s (1985) findings. Percept. Psycho-

phys. 50, 87–89. https://doi.org/10.3758/BF03212208.

35. (2021). R: A Language and Environment for Statistical Computing (R Foun-

dation for Statistical Computing). https://www.R-project.org/.

36. Rouder, J.N., Speckman, P.L., Sun, D., Morey, R.D., and Iverson, G.

(2009). Bayesian t tests for accepting and rejecting the null hypothesis.

Psychon. Bull. Rev. 16, 225–237. https://doi.org/10.3758/PBR.16.2.225.

37. Morey, R.D. (2008). Confidence Intervals from Normalized Data: A correc-

tion to Cousineau (2005). Tutor. Quant. Methods Psychol. 4, 61–64.

https://doi.org/10.20982/tqmp.04.2.p061.
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EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

N = 9 human observers (22 - 42 years old, MD = 25 years, 7 identifying as female, 2 as male) participated in Experiment 1 and N = 9

human observers (between 20 and 30 years old, MD = 23 years, 8 identifying as female, 1 as male) in Experiment 2. All observers had

normal or corrected-to-normal visual acuity and color vision. The experiments employed within-subjects designs, so that experi-

mental effects were assessed within observers (there were no experimental groups, which controls for between-subjects effects

due to sex or gender). They were paid for participating and gave written informed consent beforehand. The experiments followed

the ethical guidelines of the German Psychological Association (Deutsche Gesellschaft f€ur Psychologie, DGPs) and were approved

by the ethics committee at Bielefeld University.

METHOD DETAILS

Apparatus and stimuli
Observers performed the experiment in a dimly lit room, with their heads fixed by a chin and head rest in a viewing distance of 71 cm

to the computer monitor (ViewSonic, resolution of 1024x768 px at physical dimensions of 36x27 cm), that was pre-heated as spec-

ified previously62. Their eyes were tracked monocularly at 1000 Hz using a video-based and desktop-mounted eye tracker (Eyelink

1000, SR Research, Ottawa, Ontario, Canada). The experiments were programmed in MATLAB (R2014b, The Mathworks, Natick,

MA, USA) using the Psychophysics Toolbox63–65 and Eyelink Toolbox66 extensions. Responses were collected using a QWERTZ-

keyboard and a computer mouse.

Stimuli were presented against a black background (<1 cd/m2, measured using a Minolta LS-110, Konica Minolta, Osaka, Japan).

The fixation cross was a central red ‘‘+’’ (RGB: [100, 0, 0];�3 cd/m2, 0.25x0.25� of visual angle. Target stimuli were red letters (RGB:

[100, 0, 0]) from the set [ABFGHJLMRSTX] (0.76x0.78�, �3 cd/m2), and the mask stimuli (100 masks per session, algorithmically

created) were red circular patches of overlayed letters (see Figure 1, 0.98x0.98�, RGB: [200, 0, 0], �13 cd/m2). Stimuli were shown

at one of twelve possible locations 9� around screen center. Response displays showed the text ‘‘Buchstabe?’’ (‘‘letter’’, 4.35x0.62�)
or ‘‘Ort?’’ (‘‘location’’, 1.57x0.62�) in gray (�7 cd/m2).

Procedure
Figure 1 of the main text illustrates the procedure of a single experimental trial in Experiment 1. In the beginning of a trial, observers

fixated the fixation cross for a uniformly random interval between 694 and 1388 ms (in steps of 12 ms). Then, a single target letter

(randomly drawn from the set of 12 letters) shown at one of the twelve possible locations (randomly drawn from the set of locations)

for 12, 24, 35, 47, 59, 71, 82, 106, 129, 176, or 224 ms. The target was terminated by twelve pattern masks, one appearing at each of

the twelve locations for 494ms. Next, the response displays were presented, asking observers to report the target letter that they had

seen using the keyboard or to report its location by clicking on it using the computer mouse. In Experiment 1, observers always

reported both, the identity and the location of the target letter, whereby the order of the two report types was randomized and coun-

terbalanced across trials.

In Experiment 2, the time-course of an experimental trial was the same as in Experiment 1, except that here, observers only

performed one of the two report types on a trial. To this end, participants were asked either to report the location of the target letter

or its identity in a block of trials.

Design
In Experiment 1, observers performed 11 (target durations) x 2 (location vs. letter reported first) x 25 trials = 550 trials per session. In

the beginning of each session, they performed 20 practice trials. Six observers performed 4 sessions and thus 2200 trials in total. Two

observers performed 2 sessions and 1100 trials each, and one observer terminated during session 3, after 1650 trials.
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In Experiment 2, observers performed 11 (target durations) x 50 trials = 550 trials per session. Observers performed 4 sessions, in

each of which they either reported target location or letter identity (whereby this was ordered in an ABBA or BAAB fashion, to cancel

out fatigue effects of the blocks, and counterbalanced across observers). Observers performed 2200 trials in total, except for one

observer who performed 1925 trials (due to a programming error).

The data, experiment code, and analysis code can be found online at Open Science Framework: https://osf.io/jpcu4/.

QUANTIFICATION AND STATISTICAL ANALYSIS

The Data was analyzed using custom scripts written in R (4.3.1., R Core Team, 2023). The data and analysis code can be found online

at (Open Science Framework: https://osf.io/jpcu4/) and contains all used R-packages. Statistical comparisons were conducted us-

ing repeated-measures analyses of variance, paired (or one-sample) t-tests (with Cohen’s dz as effect size and a significance criterion

of a = .05), followed-up upon by Bayesian t-tests (with a prior scale of r = 0.707) yielding the Bayes Factor in favor of the alternative

hypothesis (BF10).36 Sample size for the first experiment was estimated based on previous research,45,61 and the used for the second

experiment that provided a replication of the first one to safeguard the reported findings against a type-I error. Within the figures, bars

visualize means, and error-bars visualize 95%-confidence intervals.37
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