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Intelligent agents are challenged by unknown situations in open worlds. They cannot perform every-
day tasks like cutting food or pouring drinks without encountering unknown motions, objects or envi-
ronments. To mitigate this problem, providing these robots with commonsense knowledge is a pos-
sible way to increase their world understanding and support their planning capabilities [1]. However,
this household-specific commonsense knowledge is, despite its potential, not often benchmarked or
compared between different approaches.

As a solution, we are proposing RoboCSKBench, a language-based multi-task benchmark for eval-
uating embodied commonsense capabilities in embodied agents [2]. We employ this benchmark to
evaluate different state-of-the-art LLMs like Llama 3.3, Gemma 2 or GPT-4o with regard to their capa-
bilities in reasoning about this embodied commonsense. However, in its initial proposal, we have not
tried out different techniques of prompt engineering but focused on a single, role-based prompt for
each task.

In this thesis, you will try different prompting techniques and compare their results. Important re-
search questions are the following:

• What prompting techniques are feasible for the available data [3]? How can they be imple-
mented?

• What prompting techniques deliver the most promising results?

• Is it possible to provide the LLMs with context-specific data through the prompt?

No prior knowledge regarding is required. You can use the programming language of your choice,
but Python is recommended. The thesis can be taken in English or German.
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The Semantic Computing Group researches and develops methods that enable machines to acquire
relevant knowledge as well as linguistic capabilities. Using methods from natural language under-
standing and machine learning, we are aiming at machines that are capable of knowledge acquisition
by reading unstructured textual data. In particular, the group focuses on methods for information ex-
traction, semantic parsing, ontology learning, sentiment analysis, entity linking, as well as question
answering.

More information is available at: http://www.sc.cit-ec.uni-bielefeld.de/
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